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Two factors are thought to have contributed to the origin of codon usage bias in eukaryotes: 1) genome-wide
mutational forces that shape overall GC-content and create context-dependent nucleotide bias, and 2) positive
selection for codons thatmaximize efficient and accurate translation. Particularly in vertebrates, these two expla-
nations contradict each other and cloud the origin of codon bias in the taxon. On the one hand, mutational forces
fail to explain GC-richness (~60%) of third codon positions, given the GC-poor overall genomic composition
among vertebrates (~40%). On the other hand, positive selection cannot easily explain strict regularities in
codon preferences. Large-scale bioinformatic assessment, of nucleotide composition of coding and non-coding
sequences in vertebrates and other taxa, suggests a simple possible resolution for this contradiction. Specifically,
we propose that the last common vertebrate ancestor had a GC-rich genome (~65% GC). The data suggest that
whole-genome mutational bias is the major driving force for generating codon bias. As the bias becomes prom-
inent, it begins to affect translation and can result in positive selection for optimal codons. The positive selection
can, in turn, significantly modulate codon preferences.

© 2013 Elsevier B.V. All rights reserved.
1. Introduction

Synonymous codons are nucleotide triplets that are translated into
the same amino acid. Codon bias – an unequal frequency usage of the
codons from the same synonymous group – is a general phenomenon
characteristic to all organisms from bacteria to multicellular eukaryotes.
The codon having the highest frequency within its synonymous group is
referred to as optimal or preferred. Usually, closely related species have
very similar spectrum of codon biases. For instance, all mammals have
similar codon usage frequencies. Evenmore distantly related vertebrates
have about the same sets of optimal codons (for example compare
Tables 1 and S1). In contrast, codon usage drastically differs among
evolutionary distant species, such as human, fruit fly, worm, yeast, and
Arabidopsis (see Codon Usage Database which represents codon fre-
quencies for thousands of species (Nakamura et al., 2000)). Various ex-
planations for the creation of codon bias have been proposed (Duret,
2002; Hershberg and Petrov, 2008; Plotkin and Kudla, 2011). After a
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comprehensive examination of codon frequencies in prokaryotes, as
described by Chen et al. (2004), a consensus view was established that
the whole-genome nucleotide composition bias is the primary cause
for codon bias in bacteria. However, this explanation is much more con-
troversial for eukaryotes. Two recent reviews on this issue propounded
two main forces that could be responsible for the creation and mainte-
nance of codon bias (Hershberg and Petrov, 2008; Plotkin and Kudla,
2011). The authors suggest that in addition to the genome-wide muta-
tional force, as seen in bacteria, positive selection for optimal codons
due to benefits in translational efficiency and fidelity is a major propo-
nent. This notion is supported by bioinformatic analysis of the influence
of surrounding nucleotides on codon preferences in various eukaryotic
species. Particularly, in about half of the cases, the context-dependent
codon bias could not be explained by genome-wide mutational forces
(Fedorov et al., 2002). Also, Chamary and co-authors reviewed evidence
that variable sites in synonymous codons are important in mRNA stabil-
ity and proper splicing (Chamary et al., 2006). Thus, these synonymous
sitesmight not only be under the selection for accuracy and effectiveness
of protein synthesis, but also under extra selection forces.

Despite significant progress in this field over a number of years,
there is no consensus on the predominant force behind eukaryotic
codon bias. There are several strong arguments in support of each of
the two forces for the leading role. We attempt to resolve this dilem-
ma for vertebrates by re-assessment of extensive genomic datasets.

The uncertainty in explaining codon bias partially exists because this
phenomenon is gene-specific. In other words, within the same genome
one group of genes could have very strong codon bias, while another
group may have a more balanced distribution of all synonymous
tes a highly GC-rich ancestral genome, Gene (2013), http://dx.doi.org/
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Table 1
Relative frequencies of synonymous codons calculated for 17,960 human intron-
containing genes.
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Synonymous codon groups composed of two members are shown in light and dark blue; of
three codons — in gray; of four codons in yellow; and of six codons in orange and ochre.
Amino acids specified by the codons are shown in a single letter form.
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codons, and yet another subset of genes may have an inverse bias
(where optimal codons become rare and vice versa). As a result several
controversies in this field might be attributed to the differences in gene
sets being analyzed. In addition, variations in the chromosomal GC com-
position significantly impact nucleotide composition of a gene and its
codon bias. For instance, a recent paper by Romiguier et al. (2010)
presents important data onGC-content dynamics across 33mammalian
genomes. They described interesting trends in mammalian codon bias
evolution and connected it with biased gene conversion hypothesis
(Galtier et al., 2001). In this paperwe propose an alternative hypothesis.
We suggest that significant enrichment by guanine and cytosine bases
in variable codon positions may be attributed to the overall genomic
GC-richness of vertebrate ancestors.

2. Materials and methods

2.1. Gene datasets

Coding and intronic sequences for human, mouse chicken, and
zebrafish were obtained from our genomic Exon–Intron Database
(Shepelev and Fedorov, 2006). For human and mouse we used
complete sets of intron-containing genes obtained from Build 37.1
GenBank release; for Danio rerio we used Zv4 genomic release
(30-JUN-2005); and for chicken — Build 2.1 release (16-NOV-2006).
All genes that contain internal stop codons have been removed.
Also, genes with very short coding sequences (b400 nts) have been
removed because they are enriched with hypothetical genes. For
alternatively spliced genes, we used only one gene isoform that is
listed at the top of the GenBank feature table. The final gene samples
contain 17,960 human genes; 17,675 mouse; 20,040 zebrafish, and
11,784 chicken. These samples are available at our website: http://
bpg.utoledo.edu/~afedorov/lab/eid.html.

2.2. Calculation of Codon Bias Index (CBI)

To measure the codon bias in individual genes we used Codon Bias
Index as described in Bennetzen and Hall (1982). The details of these
calculations and the PERL program are available from Nabiyouni
(2011). Alternative to CBI, researchers often use GC3 values to ana-
lyze the CB (Chamary et al., 2006). However, interpretation of GC3
depends on the amino acid composition of the coded protein, while
the CBI reflects the correlation of codon preferences in the gene to
the main codon usage table of the organism.

2.3. Gene expression analysis

Publicly available gene array datasets from the BioGPS database
(Su et al., 2004) for humans (GC Robust Multi-array Average (GCRMA)
normalized Affymetrix microarray probe-level data from Human
U133A/GNF1H Gene Atlas) have been used to procure expression values
for the genes. Perl scripts were generated to mine the expression levels
of individual genes in six different tissues. This expression data was
then pooled for genes with close CBI values (each bin of genes has CBI
value differences within a range of 0.1). The mean and median gene
expression values for the genes within each bin were then plotted in
bar graphs.

2.4. Statistics

The squared Pearson's correlation coefficients for the GC1, GC2, and
GC3 values presented in Fig. 1 and for the CBI values and intronic
GC-content in Fig. 2 were calculated using Microsoft Excel (Office
2010) built-in program. The binning of genes by CBI value and the
subsequent calculation of mean and median gene expression levels in
Fig. 3 were performed using Perl scripts. The data was plotted using
Microsoft Excel (Office 2010), and a polynomial 2 trendline was fitted
Please cite this article as: Nabiyouni, M., et al., Vertebrate codon bias indica
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to the plot. For statistical evaluation of the prevalence for optimal
codons ending by A/T or G/C over the random model in which optimal
codons are chosen arbitrarily,we usedMonte-Carlo simulationwith our
Perl script MonteCarlo.pl available from our web page (http://bpg.
utoledo.edu/~afedorov/lab/prog/montecarlo.html).

2.5. URLs

The following are the URLs of the databases used in the study:
Codon Usage Database (http://www.kazusa.or.jp/codon/) (Nakamura

et al., 2000).
Exon–Intron Database (http://bpg.utoledo.edu/~afedorov/lab/eid.

html) (Shepelev and Fedorov, 2006).
BioGPS database (http://biogps.org/downloads/) (Su et al., 2004).

3. Results

3.1. Regularities in codon bias

Relative frequencies of synonymous codons were computed from
17,960 intron-containing human genes (Table 1). Analogous data
for mouse, chicken, and zebrafish codons are in the Supplementary
Table S1. The results in Table 1 reveal only minor fluctuations (mainly
within 1% interval) from the frequencies presented in the Codon
Usage Database (Nakamura et al., 2000) for the entire set of human
coding sequences, suggesting that our gene sample is valid and not
notably skewed. Essential regularities of codon usage in humans are
clearly seen in Table 1. The major pattern in Table 1 is the preference
of those synonymous codons in which last nucleotide in the third
(wobbling) position is G or C. Exceptions to this pattern are found
only in the second column in Table 1 where codons have C in the
second codon position. In this column the rarest codons always
have G in the third position, yielding CpG dinucleotides at the end
of these codons. In vertebrate genomes CpG is themost underrepresented
tes a highly GC-rich ancestral genome, Gene (2013), http://dx.doi.org/
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dinucleotide, occurring about four times belowexpectations, because CpG
dinucleotides are hot-spots for C→T mutations due to methylation→
deamination of the cytosines within this context. Hypermutability of
CpG dinucleotides is one of the major causes of codon substitution in
mammalian genes (Misawa and Kikuno, 2011). The footprint of this
CpG→TpG transition is clearly visible in Table 1. For instance, the
alanine codon GCG has the lowest relative frequency (11%) among all
synonymous groups comprising four members. Due to recurrent mu-
tation of 5meC into T, this codon should be repeatedly converted into
a valine GTG codon, which has the highest relative frequency (46%)
among all synonymous groups composed of four triplets. This example
of the deficit of NCG codons testifies that genome-wide mutational
forces robustly influence codon bias. Due to the observed patterns in
synonymous codons preferences, the GC-percentage of the third
codon positions (so-called GC3-content) of human genes is 58.6%,
despite the fact that the overall GC-composition in the entire human
genome is significantly lower—40.9% (see Table 2). Table 2 demonstrates
the same trend for all mammals and vertebrates: species from this
taxon have GC3 composition significantly higher than their genomic
GC-composition. However, if we consider other branches of eukaryotes
with considerably lower genomic GC-composition, their optimal
codons end predominantly by A or T. This observation is correct for all
but two synonymous codon groups for such organisms as Plasmodium
falciparum (genome GC-content 19.4%), Dictyostelium discoideum
(25.7%), Saccharomyces cerevisiae (38.3%), Arabidopsis thaliana (36%),
and Caenorhabditis elegans (36%) (see Codon Usage Database
(Nakamura et al., 2000)). The only two exceptions to this rule for
the aforementioned five species are the following: 1) in the C. elegans
genome the phenylalanine optimal codon is UUC (relative frequency
50.6% among two synonymous codons) and 2) in S. cerevisiae genome
the leucine optimal codon is UUG (relative frequency 28.6% among six
synonymous codons). Monte-Carlo simulation shows that in case the
optimal codons are chosen randomly, the chance to have the observed
level of prevalence for optimal codons ending by A or T is less than
10−12. On the other hand, organisms with GC-rich genomes like
Chlamydomonas reinhardtii (64%), Leishmania major (60%), Nocardia
farcinica (71%), and Acidiphilium cryptum (68%) have opposite codon
bias regularities: codons ending with G and C are drastically more
abundant than those ending with A or T. In fact, each optimal codon
of these four species ends by G or C. Monte-Carlo simulation shows
that in case the optimal codons are chosen randomly, the chance to
have the observed level of prevalence for optimal codons ending by
C or G is less than 10−12. Taken all together, we observe for the king-
dom of eukaryotes a global regularity that organisms with extremely
high genomic GC-content also have high GC3-composition while or-
ganisms with low genomic GC-content have low GC3-composition.
Vertebrates present a notable exception from this rule (as well as
Drosophila originally considered in Duret and Mouchiroud (1999)).
Vertebrate genomic composition is rather GC-poor (in the range
37–46% (Costantini et al., 2009)), in contrast to their much higher GC3
content (ranges between 56 and 64%, see Table 2). Even special geno-
mic regions of mammals and birds with the highest GC-composition
(so-called H-isochores) have lower GC-content than GC3. For example,
in humans the most GC-rich isochore (H3) has a GC-composition of
53–57% (Costantini et al., 2009), while the overall human GC3 is
58.6%. According to Fig. 3 of Duret and Galtier (2009), the GC3-
composition is much higher (about 75–80%) inside the GC-richest
(H3) regions of the human genome. Moreover, according to genome-
wide computations of Zhao and Jiang, currently the human GC3 value
is decreasing (Zhao and Jiang, 2010). This notion implies that human
GC3 value was even higher in the past.

Transition of preferable synonymous codons in non-vertebrate
eukaryotes from GC3-rich ones in GC-rich genomes to GC3-poor pref-
erable codons in AT-rich genomes perfectly fits into the model of
mutational origin of codon bias. This view is concordant with Chen
at al. (2004), who concluded that bacterial codon bias is explainable
Please cite this article as: Nabiyouni, M., et al., Vertebrate codon bias indica
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by genome-wide nucleotide composition “with surprising accuracy”.
On the other hand, mutational theory is totally helpless in the case
of vertebrates, where GC3-content is well above whole-genome
GC-content. In this case a selectionist view is much plausible
(Chamary et al., 2006).

In order to get an insight into this problem we considered other
preferences in coding sequences. Fig. 1 illustrates correlations in
GC-composition between the first, second, and third codon positions
(known as GC1, GC2 and GC3 indices respectively) for a wide spec-
trum of prokaryotic and eukaryotic species. Strict linear correlations
between the GC1, GC2, and GC3 values exist in bacteria (Fig. 1, right
column). Prokaryotic GC1, GC2, and GC3 indices are also in direct
proportion to the overall genomic GC-content (Nabiyouni, 2011).
Similarly eukaryotes also have linear correlations between GC1,
GC2, and GC3 albeit with significantly higher fluctuations from the
trend line (Fig. 1, left column). Some of the fluctuations from the
trend in eukaryotes may be explained by the presence of unusual
amino acid abundances in particular species (Nabiyouni, 2011). The
described regularities in Fig. 1 suggest that impact of genome-wide
GC-content on gene nucleotide composition is very strong. It influences
the GC3-content (and thus, codon bias) and also it affects the GC1 and
GC2-contents (and thus, amino acid composition of proteins). Such
impacts were previously reported for bacteria (Warnecke et al., 2009).
3.2. Codon bias in individual genes

We used the Codon Bias Index (CBI) to measure codon preferences
in single genes. Fig. 2A presents the distribution of 17,960 human
genes by their CBI values. When the value of CBI for a gene is positive,
it indicates that the gene has a codon bias similar to that observed in
the majority of genes. However, when CBI is negative it means that the
gene is mainly populated by non-optimal codons (inverse codon bias).
According to Fig. 2A, a majority (83.5%) of human genes have mild
codon bias in the 0 to +0.50 range of CBI values. 8.2% of the genes
have very strong codon usage preference for the optimal codons (≥0.5
CBI), while 8.3% have inverse codon preferences, which are associated
with negative CBI values.

Local GC-content for each of 17,960 genes was calculated by com-
puting the average GC-composition of all introns within the gene.
Intronsmay serve as a reliable control for local chromosomal nucleotide
content because their GC-composition is the same as for the whole
genome (for animal intronic GC-percentage see Table 1 in Bechtel
et al. (2008)). A two dimensional distribution of human genes by their
CBI values and local GC-content is represented in Fig. 2B. This figure
demonstrates a prominent trend that genes with GC-rich introns have
the strongest codon bias, while those with GC-poor introns on average
have significantly lower or even inverse codon bias. These findings are
in complete agreement with the results of Zeeberg (2002), which
employed a smaller gene sample and different algorithms for calcula-
tion of codon bias and local GC-content.

Among vertebrates, the most prominent large-scale genome vari-
ation in GC-composition, known as isochore structure, exists in
warm-blooded amniotes, with much less variation in the genomes
of cold-blooded vertebrates (Bernardi, 2007; Costantini et al., 2009;
Eyre-Walker and Hurst, 2001). Thus, we also investigated the depen-
dency of CBI on local genomic GC-content for 11,784 genes from
chicken (Fig. 2C), which has a similar isochore structure as humans
(Costantini et al., 2009). Both species have the samegeneral propensity:
the geneswith high intronic GC-composition tend to have the strongest
codon bias, while genes with low intronic GC-percentage are enriched
with coding sequences lacking clear preferences in synonymous codons
or with inverse codon bias. On the other hand, studying 20,040 genes
of zebrafish, whose genome possesses a more uniform genomic
GC-composition, demonstrated much less variation of CBI values for
individual genes (Fig. 2D). For mammals and warm-blooded amniotes,
tes a highly GC-rich ancestral genome, Gene (2013), http://dx.doi.org/
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Fig. 1. Relationships between GC-content in the first, second, and third codon positions (GC1, GC2, and GC3 respectfully) among a spectrum of organisms. Each dot represents one
species. The species are specified in Nabiyouni (2011). Line represents the trend. The squared Pearson's correlation coefficient is shown for each plot. The p-values for all of them are
b0.0001, so the correlations are significant.
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the data indicate that local genomic nucleotide composition is critical
for codon bias in that region.

3.3. Association of codon bias with the expression

Recently, Plotkin and Kudla (2011) and Hershberg and Petrov
(2008) reviewed numerous reports on the correlations of codon
bias with gene expression level in different organisms. These data
are complex and sometimes controversial yet they produced an
overall consensus that synonymous sites are likely under a weak
selection in the efficiency and/or fidelity of protein synthesis. Several
biological explanations of this notion are considered in these two
Please cite this article as: Nabiyouni, M., et al., Vertebrate codon bias indica
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papers. The availability of vast public gene-array datasets gave us an
opportunity to examine the connection of gene CBI values with
mRNA expression levels in our set of 17,960 human genes. The results
are shown in the Fig. 3, which presents data for mean and median
levels of mRNA expression. Significantly elevated expression was
observed only for one group of 84 genes with the highest CBI values
(>0.5), while the rest of the genes were found to have median
expression levels within a 20% range of variation between gene bins
with similar CBI values. These results suggest that highly transcribed
genes tend to have high CBI values. We agree with the proposition of
weak selection forces that influence on the synonymous codon usage.
However, it is unlikely that this weak selection can withstand strong
tes a highly GC-rich ancestral genome, Gene (2013), http://dx.doi.org/
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Fig. 2. A: Distribution of human genes by CBI values of their coding sequences. A CBI bin x (e.g. 0.1, 0.2 …) represents genes, in which CBI values are in the range [x, x+0.1).
B–D: Distribution of human, chicken, and zebrafish genes by CBI values and intronic GC content. Each dot represents a single human gene.

5M. Nabiyouni et al. / Gene xxx (2013) xxx–xxx
mutational forcesworking in opposite direction and create considerable
GC3-richness (56–65%) in vertebrates despite their overall poor geno-
mic GC-composition (37–46%).

4. Discussion

The difference between GC3 and overall genomic GC-composition
may exist because GC3 only reflects the nucleotide substitution
process, whereas genomic GC-content reflects a balance between
substitutions, transposable element insertions, and deletions (Duret
and Hurst, 2001). However, in vertebrates, GC-content of unique and
repetitive elements is about the same. For example, unique (unmasked)
regions and repetitive elements (masked by RepeatMasker and
TandemRepeatFinder) for the latest versions of entire human and
mouse genomes from UCSC Genome Browser (chrom.Fa.tar.gz files)
gave the following results: mouse unique regions GC=41.2%; mouse
repetitive regions GC=42.2%; human unique regions GC=40.3%;
human repetitive regions GC=41.5%. The major driving force of
vertebrate GC-composition is an intense flow of point mutations
(“1000 Genomes” project has confirmed ~50 novel point mutations
per individual in humans (2010)). Also, point mutations happen more
than ten times often than insertions/deletions. For example, our calcu-
lations of the public data of the 1000 Genome project (2010) showed
that there are 458 thousand point mutations and only 18 thousand
small insertions/deletions on the human chromosome 22. Therefore
point mutations are likely the major contributor for GC-composition
in vertebrates.

The prevalence of GC3 over genomic GC-composition is used as an
argument in consideration of Biased Gene Conversion (BGC) theory
(Duret and Galtier, 2009). BGC is an important scheme that explicitly
Please cite this article as: Nabiyouni, M., et al., Vertebrate codon bias indica
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explained non-randomness in nucleotide composition of different
genomic regions by non-selective forces occurring via biases in
recombination and reparation molecular machineries. However, BGC
pathway, which occurs via formation of heteroduplexes spanning
over ~1800 nucleotides followed by non-random reparation of mis-
matches within these heteroduplexes, is unable to explain the sig-
nificant prevalence of GC3 over genomic GC-composition. Indeed,
the average size of exons is only 135 nucleotides in vertebrates, so
they should represent only a small portion of heteroduplexes and
the BGC effect should spread over neighboring intronic regions.
There are other types of fixation biases in which predispositions
strongly depend on local nucleotide compositions (Prakash et al.,
2009) and which may contribute to the high level of GC3 content
in mammals.

This paper suggests another hypothesis thatmay explain controver-
sies in the codon bias of vertebrates by a simple conjecture that the
common ancestor of all vertebrates had a GC-rich genome. Consider
organisms having extremes of genomic GC-composition. For instance,
N. farcinica, A. cryptum, and L. major have genomic GC percentage from
60% to 71% and considerably higher GC3-content (above 75%, Table 2).
Species with abnormally AT-rich genomes demonstrate a similar
pattern with respect to AT instead of GC. For example, D. discoideum
has genomic AT=74.3% and AT3=85.1%; while P. falciparum has
AT=80.6% and AT3=83.1%. These examples demonstrate that when
genomic CG-composition reaches extremes (far from 50%), the CG3-
composition has a more pronounced extreme.

Genomic GC-composition is highly variable among species, ranging
from 20 to 70% (Table 2). If the common vertebrate progenitor had a
GC-rich genomic composition (about 65%), and given that GC3-content
often exceeds the genomic GC content when it is well above 50%, the
tes a highly GC-rich ancestral genome, Gene (2013), http://dx.doi.org/
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Fig. 3. Relationship between expression of human genes and their CBI values. Each dot
represents median (A) and mean (B) expression levels of all genes within that range of
CBI values (e.g. dot for 0.1 would represent all genes with CBI value≥0.1 and b0.2).
Gene expression level was measured in GC Robust Multi-array Average (GCRMA)
units and it was obtained from the BioGPS (Affymetrix) database.

Table 2
Genomic GC- and GC3-compositions among species.

Taxa Species GC% GC3%

Mam Human 40.9 58.6
Mam Mouse 41.8 58.6
Mam Dog 41.0 62.2
Mam Cow 41.7 62.5
Mam Opossum 37.7 52.4
Vrt Chicken 41.3 57.8
Vrt Frog (X. tropicalis) 40.0 51.3
Vrt Zebrafish 36.9 56.0
Vrt Fugu 45.4 65.0
Chr Sea squirt (Ciona intestinalis) 35.8 42.5
Chr Lancelet (Branchiostoma floridae) 41.2 61.1
Inv Sea urchin (S. purpuratus) 37.0 46.5
Inv D. melanogaster 42.2 64.3
Inv C. elegans 36 39.8
Fng Neurospora crassa 50.0 65.1
Fng S. cerevisiae 38.3 38.1
Pln Arabidopsis 36 42.4
Ptz Dictyostelium discoideum 25.7 14.9
Ptz Leishmania major 59.7 76.2
Ptz Plasmodium falciparum 19.4 17.3
Ptz Chlamydomonas reinhardtii 64 86.2
Bac Acidiphilium cryptum 68.0 84.6
Bac Nocardia farcinica 71 90.7

Mam—mammals; Vrt—non-mammalian vertebrates; Chr— chordates; Inv— invertebrates;
Fng— fungi; Pln— plants; Ptz— protozoa; Bac— bacteria.

Fig. 4. Hypothesis for the evolution ofGC-content in vertebrates. A. About 600 million years
ago the last common vertebrate ancestor supposedly had around 65% genomic
GC-composition (blue lines) and even higher GC3-content (about 75%, red lines).
Since that time, the GC- and GC3-percentage started declining (see Discussion). Hs stands
forHomo sapiens, GC-composition ofwhich is close to othermammals andmanyvertebrates.
Xt — represents a frog Xenopus tropicalis; and Tr — a fish Takifugu rubripes. They are two
species in which, currently, genomic and GC3 nucleotide contents most dramatically differ
from humans. B. Phylogeny of vertebrates is shown in the same time-scale as A.
(For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)
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common vertebrate ancestor would have had a GC3-content up to 75%.
Finally, we assume that this ancient vertebrate progenitor began losing
its genomic GC-richness due to mutations in genes controlling DNA
replication/reparation systems. All its descendants, which evolved
since, have inherited a genomewith diminution of GC-content currently
in the range of 38–45%, and a GC3-content of >55% (except frogs that
have ~51%). It is not currently possible to infer the GC content of the
ancestral vertebrate genome from the composition of extant genomes.
Our best guess is that this ancestral composition was well above 50%
GC-composition, which should have created a prevalence of codons
ending by G or C and in turn might have ignited the selection of these
GC3-rich codons for efficiency of protein synthesis. Here and in Fig. 4
we made our best approximation of 65%, which is equal to the highest
value of GC3 observed among all studied vertebrates (Table 2, fugu:
GC3=65.0%).

Our hypothesis is illustrated in Fig. 4. The diminution of GC3
should be slower than that of genomic GC-composition since the
former is supported by selection forces involved in efficiency/fidelity
of protein synthesis while the latter can be faster in the vast non-
functional regions such as segments of introns and intergenic regions.
In addition, synonymous mutations are subject to additional selection
because they affect splicing and/or mRNA stability (Chamary et al.,
2006; Sterne-Weiler et al., 2011; Warnecke and Hurst, 2007). In
any proposed scenario a selection force favoring GC3-rich codons
should have taken place at some period of vertebrate evolution. In
our hypothesis this selection force has not experienced a very strong
headwind of genome-wide mutational GC-bias. The proposed mutual
feedback between neutral and selective forces for shaping codon bias
has been previously described by Higgs and Ran for bacteria species
(Higgs and Ran, 2008; Ran and Higgs, 2010).

Our hypothesis of GC-rich genome in vertebrate progenitor could
be tested in modeling of CG-composition during evolution of different
Please cite this article as: Nabiyouni, M., et al., Vertebrate codon bias indica
10.1016/j.gene.2013.01.033
branches of this taxon. Initially, isochore structure (uneven GC-
richness of large chromosomal segments) was reported only in amni-
otes, but recently they have been described in other lineages of verte-
brates (Costantini et al., 2009). There are several theories explaining
the existence of these isochores (Duret and Galtier, 2009; Pozzoli
et al., 2008; Vinogradov, 2005). It is debatable that GC-rich isochores
originated due to positive selection within GC-poor mammalian
genomes, because of the immense genetic cost required for positive
selection to work simultaneously on millions of nucleotides. We
tes a highly GC-rich ancestral genome, Gene (2013), http://dx.doi.org/
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also acknowledge the importance of Biased Gene Conversion (BGC)
theory proposing a pure mechanistic force of genomic compositional
inhomogeneity (reviewed in Duret and Galtier (2009)). A common
view is that BGC could be only a partial reason for the existence of
isochores, yet the theory cannot explain all of the dramatic variations
in GC composition at different chromosomal regions within mammals
(Duret and Galtier, 2009; Pozzoli et al., 2008). However, if the ances-
tor of vertebrates had highly GC-rich genome, it seemsmore plausible
that the present isochore structure might simply have appeared due
to the variation in rates of GC-deterioration in different chromosomal
regions. Moreover, our recent analysis of human SNPs demonstrated
a strong fixation bias for mutations, which depends on the local
nucleotide context (Prakash et al., 2009). Specifically, in GC-rich
surroundings A/T→G/C mutations are favorable for fixation, while
in AT-rich neighborhood G/C→A/T mutations are preferentially fixed.
We plan to verify our hypothesismaking a computermodel of evolution
of GC-composition and taking into account details ofmutation rates and
their fixation preferences.

5. Conclusions

We propose that whole-genome nucleotide composition is the
primal force for the creation of codon bias. As the bias becomes promi-
nent, it begins to affect translation and can result in positive selection
for optimal codons. The positive selection can, in turn, significantly
modulate codon preferences.
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